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Figure 4: The inspiral detection range of the LIGO detectors throughout S6 to a binary
neutron star merger, averaged over sky location and orientation. The rapid
improvements between epochs can be attributed to hardware and control
changes implemented during commissioning periods.

at the output port is the dominant fundamental noise source [34]. The sensitivity
is also limited at many frequencies by narrow-band line structures, described in
detail in section 4.7. The spectral sensitivity gives a time-averaged view of detector
performance, and so is sensitive to the long-duration noise sources and signals, but
rather insensitive to transient events.

A standard measure of a detector’s astrophysical reach is the distance to which
that instrument could detect GW emission from the inspiral of a binary neutron
star system with a signal-to-noise ratio (SNR) of 8 [35, 36], averaged over source sky
locations and orientations. Figure 4 shows the evolution of this metric over the science
run, with each data point representing an average over 2048 s of data. Over the course
of the run, the detection range of H1 increased from ⇠16 to ⇠20Mpc, and of L1 from
⇠14 to ⇠20Mpc. The instability of S6B at L1 can be seen between days 80–190, with
a lower duty factor (also seen in table 1) and low detection range; this period included
extensive commissioning of the seismic feed-forward system at LLO [31].

The combination of increased amplitude sensitivity and improved duty factor over
the course of S6 meant that the searchable volume of the universe for an astrophysical
analysis was greatly increased.

4. Data-quality problems in S6

While the previous section described the performance of the LIGO detectors over the
full span of the S6 science run, there were a number of isolated problems that had
detrimental e↵ects on the performance of each of the observatories at some time. Each
of these problems, some of which are detailed below, introduced excess noise at specific
times or frequencies that hindered astrophysical searches over the data.

Under ideal conditions, all excess noise sources can be quickly identified in the
experimental set-up and corrected, either with a hardware change, or a modification of
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Spectrograms

uncertainty in either direction [5]. In all cases, the upper
limits derived here are 2 to 3 orders of magnitude above the
realistic estimated rates, and about a factor of 10 above the
most optimistic predictions. These results are summarized
in Fig. 5.

VII. DISCUSSION

We performed a search for gravitational waves from
compact binary coalescences with total mass between 2
and 25M! with the LIGO and Virgo detectors using data
taken between July 7, 2009, and October 20, 2010. No
gravitational waves candidates were detected, and we
placed new upper limits on CBC rates. These new limits
are up to a factor of 1.4 improvement over those achieved
using previous LIGO and Virgo observational runs up to
S5/VSR1 [4], but remain 2 to 3 orders of magnitude above
the astrophysically predicted rates.

The installation of the advanced LIGO and Virgo detec-
tors has begun. When operational, these detectors will
provide a factor of 10 increase in sensitivity over the initial
detectors, providing a factor of "1000 increase in the
sensitive volume. At that time, we expect to observe tens
of binary coalescences per year [5].

In order to detect this population of gravitational-wave
signals, we will have to be able to confidently discriminate
it from backgrounds caused by both stationary and

transient detector noise. It is customary [5] to assume
that a signal with SNR of 8 in each detector would stand
far enough above background that we would consider it to
be a detection candidate. The blind injection had somewhat
larger SNR than 8 in each detector, and we were able
estimate a FAR of 1 in 7000 yr for that event.
Alternatively, consider a coincident signal with exactly
SNR of 8 in two detectors. Provided the signal is a good
match to the template waveform (!2

r # 1 in Eq. (1)) this
corresponds to "c ¼ 11:3. As can be seen from the ex-
tended background events with the blind injection removed
in Fig. 3 (light gray crosses), this gives a FAR of "1 in
2% 104 yr in a single trial, or 1 in 3000 yr over all trials.
Achieving similar-or-better background distributions in
Advanced LIGO and Virgo will require detailed data qual-
ity studies of the detectors and feedback from the CBC
searches, along with well-tuned signal-based vetoes. We
have continued to develop the pipeline with these goals in
mind. For this analysis we significantly decreased the
latency between taking data and producing results, which
allowed data quality vetoes to be finely tuned for the CBC
search. These successes, along with the successful recov-
ery of the blind injection, give us confidence that wewill be
able to detect gravitational waves from CBCs at the ex-
pected rates in Advanced LIGO and Virgo.
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FIG. 5 (color online). Comparison of CBC upper limit rates for
BNS, NSBH, and BBH systems. The light gray regions display
the upper limits obtained in the S5/VSR1 analysis; dark gray
regions show the upper limits obtained in this analysis, using the
S5/VSR1 limits as priors. The new limits are up to a factor of 1.4
improvement over the previous results. The lower (blue hatched)
regions show the spread in the astrophysically predicted rates,
with the dashed-black lines showing the realistic estimates [5].
Note: in Ref. [5], NSBH and BBH rates were quoted using a
black hole mass of 10M!. We have therefore rescaled the S5 and
S6 NSBH and BBH upper limits in this plot by a factor of
ðM5=M10Þ5=2, where M10 is the chirp mass of a binary in
which the black hole mass is 10M! and M5 is the chirp mass of
a binary in which the black hole mass is 5M!.
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Figure 5: Network sensitivity and localization accuracy for face-on BNS systems with advanced
detector networks. The ellipses show 90% confidence localization areas, and the red crosses show
regions of the sky where the signal would not be confidently detected. The top two plots show the
localization expected for a BNS system at 80 Mpc by the HLV network in the 2016–17 run (left)
and 2017–18 run (right). The bottom two plots show the localization expected for a BNS system
at 160 Mpc by the HLV network in the 2019+ run (left) and by the HILV network in 2022+ with
all detectors at final design sensitivity (right). The inclusion of a fourth site in India provides good
localization over the whole sky.

Estimated EGW = 10�2M�c2 Number % BNS Localized
Run Burst Range (Mpc) BNS Range (Mpc) of BNS within

Epoch Duration LIGO Virgo LIGO Virgo Detections 5 deg2 20 deg2

2015 3 months 40 – 60 – 40 – 80 – 0.0004 – 3 – –
2016–17 6 months 60 – 75 20 – 40 80 – 120 20 – 60 0.006 – 20 2 5 – 12
2017–18 9 months 75 – 90 40 – 50 120 – 170 60 – 85 0.04 – 100 1 – 2 10 – 12
2019+ (per year) 105 40 – 70 200 65 – 130 0.2 – 200 3 – 8 8 – 28

2022+ (India) (per year) 105 80 200 130 0.4 – 400 17 48

Table 1: Summary of a plausible observing schedule, expected sensitivities, and source localization
with the advanced LIGO and Virgo detectors, which will be strongly dependent on the detectors’
commissioning progress. The burst ranges assume standard-candle emission of 10�2M⇥c2 in GWs
at 150 Hz and scale as E1/2

GW. The burst and binary neutron star (BNS) ranges and the BNS
localizations reflect the uncertainty in the detector noise spectra shown in Fig. 1. The BNS detection
numbers also account for the uncertainty in the BNS source rate density [27], and are computed
assuming a false alarm rate of 10�2 yr�1. Burst localizations are expected to be broadly similar
to those for BNS systems, but will vary depending on the signal bandwidth. Localization and
detection numbers assume an 80% duty cycle for each instrument.
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Figure 1. Advanced LIGO optical configuration. ITM: input test mass; ETM: end test 
mass; ERM: end reaction mass; CP: compensation plate; PRM: power recycling mirror; 
PR2/PR3: power recycling mirror 2/3; BS: 50/50 beam splitter; SRM: signal recycling 
mirror; SR2/SR3: signal recycling mirror 2/3; FI: Faraday isolator; φm: phase modulator; 
PD: photodetector. The laser power numbers correspond to full-power operation. All of 
the components shown, except the laser and phase modulator, are mounted in the LIGO 
ultra-high vacuum system on seismically isolated platforms. 

The top-level parameters of the interferometers are listed in Table 1. The 
motivations behind these and other system design choices are described in this section. 
The various interferometer subsystems and components are described in section 4. 
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Figure 8 Quadruple pendulum suspension for the Input Test Mass (ITM) optic. 

Direct low-noise, high-bandwidth actuation on the test mass optic is accomplished 
with electro-static actuation [33]. The CP and ERM each have an annular pattern of gold 
electrodes, deposited on the face adjacent to the test mass, just outside the central optical 
aperture. The pattern is separated into 4 quadrants, which enables actuation in pitch, yaw 
and piston. The force coefficient is highly dependent on the separation between the test 
mass and its reaction mass. The ETM-ERM separation is 5 mm, which provides a 
maximum force of about 200 micro-Newtons using a high-voltage driver. Less actuation 
is needed on the ITMs, so the CP-ITM gap is increased to 20 mm to mitigate the effect of 
squeezed film damping [23]. 

The test mass and the penultimate mass are a monolithic fused silica assembly, 
designed to minimize thermal noise [34]. Machined fused silica elements (“ears”) are 
hydroxide-catalysis (silicate) bonded to flats polished onto the sides of the TM and 
penultimate mass. Custom drawn fused silica fibres are annealed and welded to the fused 
silica ears with a CO2 laser system [35]. The shape of the fibres is designed to minimize 
thermal noise (400 µm dia. by 596 mm long with 800 µm dia. by 20 mm long ends), 
while achieving a low suspension vertical “bounce” mode (9 Hz, below band) and high 
first violin mode frequency (510 Hz, above the instrument’s most sensitive frequency 
range). The fibre stress (800 MPa) is well below the immediate, static, breaking strength 
(5 GPa). 

The other suspension types employ the same basic key principles as the test mass 
quadruple suspensions, except for using steel wire in the final stage. 

4.4.3 Performance. The transfer functions (actuation to response) in all degrees of 
freedom in general match very well the model for the test mass suspension; Figure 9 
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https://dcc.ligo.org/LIGO-G1401390
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• Scheduled to start mid-September, 
with two LIGO detectors 

• Currently undertaking final 
engineering and calibration runs
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Current sensitivity acceptable 

for #rst science run

Advanced Virgo 
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• The  “ears”  have  been  silicate  bonded  to  the  
mirror flats on 3 over 4 test masses 
 
• Each bonding strength is tested  

The beam splitter has been the first large 
mirror integrated in tower 
A  large beam needs a large BS: 550 mm diameter 

 

Mirrors 
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• Advanced Virgo is  
being installed 

• Main goal is to join  
observing run in 2016



S E A R C H I N G  F O R  S H O R T  D U R AT I O N  
G R AV I TAT I O N A L  W AV E  B U R S T S

• Minimal assumptions 
about gravitational 
waveform 

• Search for coherent 
signal in multiple 
detectors

12

15

Figure 2. A simulated 1.4M�–10.0M� neutron star black hole inspiral at an
effective distance of 37 Mpc, added to simulated noise from the two LIGO-
Hanford detectors. (Top) Time–frequency map of the E+ energy. (Bottom) The
highest 1% of pixels highlighted. The inspiral ‘chirp’ is clearly visible.

4. a set of sky positions; and
5. a list of parameters (such as FFT lengths) for the analysis.

In standard usage, X-Pipeline processes the data and produces lists of candidate gravitational-
wave signals for each of the specified sky positions. It does this by first constructing
time–frequency maps of the various energies in the reconstructed h+, h⇥ and null streams.
X-Pipeline then identifies clusters of pixels with large values of one of the coherent energies,
such as ESL or E+.

3.2. Time–frequency maps

X-Pipeline typically processes data in 256 s blocks. First, it loads the requested data. It
constructs a zero-phase linear predictor error filter to whiten the data and estimate the
power spectrum [14, 40]. For each sky position, X-Pipeline time-shifts the data from
each detector according to equations (2.1) and (2.2). The data are divided into overlapping
segments and Fourier-transformed, producing time–frequency maps for each detector. Given the
time–frequency maps for the individual detector data streams d̃, X-Pipeline coherently sums
and squares these maps in each pixel to produce time–frequency maps of the desired coherent
energies; see figure 2. This representation gives easy access to the temporal evolution of the

New Journal of Physics 12 (2010) 053034 (http://www.njp.org/)
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Toy$Example:$Supernova$Reconstruc8on$

05$June$2013$ SuKon:$GW$Bursts$(YKIS$2013)$ 4$
Salerno 2006.05.25 Coherent network searches for gravitational-wave bursts G060276-00-Z

#8

Example:  Supernova GWB Recovery

Network: H1-L1-GEO

GWB: Zwerger-Muller

A4B1G4, SNR=40 

[Astron. Astrophys. !"#$

209 (1997)]

Recovered signal (blue) 

is a noisy, band-passed

version of injected

GWB signal (red)

Injected GWB signal

has hx = 0.

Recovered hx (green) is

just noise.

Many$varia8ons$
e.g.:$Gursel$&$Tinto$(1989),$
Rakhmanov$(2006),$$
Summerscales$et$al.$(2008)$

The main features of  
the waveform can be  
extracted from the 
data.



S E A R C H I N G  F O R  B I N A R Y  M E R G E R S

Time of merger

SN
R 

X /

=

Data Waveform Sensitivity

14



W AV E F O R M  I S S U E S

• Template waveforms last up to 10 minutes (from 15 Hz) 
and include thousands of gravitational wave cycles 

• Require detailed waveform models from post-
Newtonian theory and numerical simulations 

• Waveforms depend sensitively on masses and spins of 
NS/BH: must search 105 waveform templates for first 
run, 106 at full sensitivity 

• Waveforms depend upon NS equation of state: not 
included in current detection templates

15



R E A L  D ATA

• Real data contains non-Gaussian transients 

• These can mask signals in the data and increase the noise 
background for transient searches 

16

Some whistles in DARM
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The Astrophysical Journal, 795:105 (16pp), 2014 November 10 Singer et al.

100 101 102 103 104 105 106 107

Detection Rapid localization Full parameter estimation

← GRB X-ray/optical afterglow Kilonova Radio afterglow →

t − tmerger (s)

Figure 2. Rough timeline of compact binary merger electromagnetic emissions in relation to the timescale of the Advanced LIGO/Virgo analysis described in this
paper. The time axis measures seconds after the merger.

evaluations of the post-Newtonian GW waveforms, and uses
highly tuned standard numerical quadrature techniques, it takes
well under a minute (see Figure 2).

On the other hand, the likelihood function used for the
stochastic samplers depends on the full GW data and is the com-
bination of independent Gaussian distributions for the residual
in each frequency bin after model subtraction. Posterior distri-
butions for the sky position are produced by sampling the full
parameter space of the signal model, then marginalizing over all
parameters but the sky location. This method requires the gener-
ation of a model waveform for each sample in parameter space,
making it far more expensive than the bayestar approach, but
independent of the methods and models used for detection. Most
importantly, intrinsic parameters (including spins) can be esti-
mated using these higher-latency methods. For the purposes
of this study, parameter estimation used the same frequency-
domain, nonspinning waveform approximant as the detection
pipeline. Analyses that account for the spin of the compact ob-
jects are more costly, currently taking weeks instead of days to
complete, and will be the subject of a future study.

4. RESULTS

Of ∼100,000 simulated sources spread across the 2015 and
2016 scenarios, ≈1000 events survived as confident GW detec-
tions.16 No false alarms due to chance noise excursions survived
our detection threshold; all events which should have been de-
tectable were detected. We constructed probability sky maps
using bayestar for all events and using lalinference_nest/
mcmc for a randomly selected subsample of 250 events from
each scenario. Results from lalinference_bambi are not
shown because this sampler was run for only 30 events, and
the sampling error bars would overwhelm the plots.17 The top
four panels (a, b, c, d) of Figure 3 show cumulative histograms
of the areas in deg2 inside of the smallest 50% and 90% confi-
dence regions for each event for both sky localization methods.
These contours were constructed using a “water-filling” algo-
rithm: we sampled the sky maps using equal-area HEALPix
(Hierarchical Equal Area isoLatitude Pixelization; Górski et al.
2005) pixels, ranked the pixels from most probable to least, and
finally counted how many pixels summed to a given total prob-
ability. In the bottom two panels, (e) and (f) of Figure 3, we also
show a histogram of the smallest such constructed region that

16 There were slightly fewer surviving events in the 2016 configuration than in
the 2015 configuration. This is because adding a third detector required us to
apportion the two months of Gaussian noise to different combinations of
detectors. In the 2015 simulation, all two months of data were allocated to the
HL network. In 2016 about 43 days were devoted to the HLV and HL
configurations, with the remaining 17 days of HV and LV mode contributing
few detections.
17 The three stochastic samplers lalinference_nest/mcmc/bambi were
interchangeable to the extent that they used the same likelihood and produced
sky maps that agreed with each other.

happened to contain the true location of each simulated source.
We call this the searched area.

Panels (a)–(d) and (e) and (f) may be thought of as measuring
precision and accuracy respectively. The former measure how
dispersed or concentrated each individual sky map is, while
the latter describe how far the localization is from the true
sky position. The 90% area histograms and the searched area
histograms also answer different but complementary questions
that relate to two different strategies for following up LIGO/
Virgo events. One might decide in 2015 to search for optical
counterparts of all GW events whose 90% areas are smaller than,
for example, 200 deg2. By finding 200 deg2 on the horizontal
axis of 90% area histogram, one would find that this corresponds
to following up 10% of all GW detections. On the other hand,
one might decide to always search the most probable 200 deg2

area for every GW event, corresponding to a different confidence
level for every event. In this case, one would find 200 deg2 on
the horizontal axis of the searched area histogram, and find that
this strategy would enclose the true location of the GW source
64% of the time.18

The left-hand axes of all four panels of Figure 3 show the
expected cumulative number of detections, assuming the “real-
istic” BNS merger rates from Abadie et al. (2010). We stress
that the absolute detection rate might be two orders of magnitude
smaller or one order of magnitude higher due to the large system-
atic uncertainty in the volumetric rate of BNS mergers, estimated
from population synthesis and the small sample of Galactic
binary pulsars (Abadie et al. 2010). An additional source of
uncertainty in the detection rates is the Advanced LIGO/Virgo
commissioning schedule given in Aasi et al. (2013b). The pro-
posed sensitivity in the 2016 scenario may be considered a
plausible upper bound on the performance of the GW detector
network in 2015, if commissioning occurs faster than antic-
ipated. Likewise, the quoted sensitivity in the 2015 scenario
is a plausible lower bound on the performance in 2016. The
right-hand axes show the cumulative percentage of all detected
sources. These percentages depend only on the gross features
of the detector configuration and not on the astrophysical rates,
so are relatively immune to the systematics described above.

Table 1 summarizes these results.

4.1. 2015

Our 2015 scenario assumes two detectors (HL) operating at an
anticipated range of 54 Mpc. About 0.1 detectable BNS mergers
are expected, though there are nearly two orders of magnitude

18 One might naively expect that self-consistency would require the 90%
confidence area and searched area histograms to intersect at 90% of detections,
but this is not generally required because the posteriors of different events have
widely different dimensions. However, it is true that 90% of sources should be
found within their respective 90% confidence contours. This can be formalized
into a graphical self-consistency test; see Sidery et al. (2014) for an example of
application to GW parameter estimation.
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Figure 6. Localization of a typical circa 2015 GW detection. This is a Mollweide projection in geographic coordinates. Shading is proportional to posterior probability
per deg2. This is a moderately loud event with ρnet = 15.0, but its 90% confidence area of 630 deg2 is fairly typical, in the 60th percentile of all detections. The
sky map is bimodal with two long, thin islands of probability over the north and southern antenna pattern maxima. Neither mode is strongly favored over the other.
Each island is forked like a snake’s tongue, with one fork corresponding to the binary having face-on inclination (ι ≈ 0◦) and the other fork corresponding to face-off
(ι ≈ 180◦). This is event ID 18951 from Tables 2 and 3 and the online material (see the Appendix for more details).
(A color version of this figure is available in the online journal.)
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Figure 7. Localization of a typical circa 2015 GW detection. This is a Mollweide projection in geographic coordinates. Shading is proportional to posterior probability
per deg2. This event’s ρnet = 12.7 is near the threshold, but its 90% confidence area of 530 deg2 is near the median. The sky map consists of a single, long, thin island
exhibiting the forked-tongue morphology. This is event ID 20342 from Tables 2 and 3 and the online material (see the Appendix for more details).
(A color version of this figure is available in the online journal.)

The HL degeneracy affects most events that occur !30◦ from
one of the antenna pattern maxima. Most events that are "50◦

away have localizations that consist of a single long, thin arc or
ring. See Figure 7 for an example.

In Figure 8, we have plotted a histogram of the number of
disconnected modes comprising the 50% and 90% confidence
regions and the searched area, for the rapid localizations in the
2015 configuration. The ratios of events having one, two, or
three or more modes depend weakly on the selected confidence
level. In 2015, using either the 50% contour or the searched

area, we find that about half of events are unimodal and about
a third are bimodal, the rest comprising three or more modes.
Using the 90% contour, we find that about a third of the events
are unimodal and about half are bimodal.

4.2. 2016

In our 2016 scenario, the HL detectors double in range to
108 Mpc and the V detector begins observations with a range
of 36 Mpc. Over this six-month science run, we expect ∼1.5
detections, assuming a BNS merger rate of 1 Mpc−3 Myr−1.

9
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• First few detections 
likely to be weak: 
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the waveform evolution 
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state from a population 
of tens of events.

19

Agathos et al, PRD (2015).

14

FIG. 10: The same as in Fig. 9, but now the signals not only
have Gaussian distributed masses, but non-zero spins as well.
Systematic errors remain, and statistical errors have increased
due to the larger parameter space that needs to be probed.

probed by the sampling algorithm.
Finally, we mention that the higher-order coe�cients

c1 and c2 are essentially unmeasurable in all the cases we
considered (with or without a Gaussian mass distribution
or spins); even with 100 sources, the posteriors are not
significantly di↵erent from the priors.

VI. DISCUSSION

We have revisited the question of how well the equa-
tion of state of neutron stars can be measured with obser-
vations of binary neutron star inspirals using Advanced
Virgo and Advanced LIGO. Our starting points were
the Bayesian model selection and parameter estimation
frameworks introduced in our earlier paper [25]. Given a
set of hypotheses associated with a list of di↵erent EOSs
one can calculate the odds ratios for all pairs in the set,
which provides a ranking in which EOSs that are more
similar to the underlying one will tend to come out near
the top, whereas EOSs that di↵er from it signficantly will
get deprecated. Another way to gain information about
the EOS from multiple sources is to model the tidal de-
formability �(m) as a series expansion in (m�m0)/M�
(with m0 some reference mass), which is truncated at
some suitable order. Since the coe�cients in such an ex-
pansion are source-independent, their posterior density
distributions can be combined. For the EOS we con-
sidered a “sti↵” (MS1), “moderate” (H4), and “soft”
(SQM3) equation of state, as well as the point particle
model (PP). In [25] it was found that for m0 = 1.4M�,
the deformability �(m0) could be determined with ⇠ 10%
accuracy by combining information from O(20) sources.
This was confirmed in recent work by Lackey and Wade
[26], who used a qualitatively similar waveform model as
in [25] but implemented a more physical parametrization
of the EOS in terms of piecewise polytropes.

We have significantly extended our earlier study [25],

not only by expanding the number of simulated BNS
sources, but also by incorporating as much of the rele-
vant astrophysics as has been analytically modeled, such
as tidal e↵ects to the highest known order [19], neutron
star spins, the quadrupole-monopole interaction [49, 50],
the impact of possible early waveform termination due
to the finite radii of the neutron stars, and a strongly
peaked Gaussian distribution of the component masses
[51–54].

In order to separate the impact of spins from the other
e↵ects, we first set spins to zero both in injections and
templates (in which case the QM e↵ect is also absent)
while retaining the tidal e↵ects as well as the potentially
earlier termination of the waveform, and looked at hy-
pothesis ranking for MS1 injections. When choosing a
wide, uniform distribution for the component masses,
we saw that, as in [25], EOSs tend to be ordered cor-
rectly according to sti↵ness and similarity to the true
EOS. On the other hand, the log odds ratios between
the incorrect and correct EOSs seemed to stretch to less
negative values, presumably because of early waveform
termination. Nevertheless (and again as in [25]), hy-
pothesis ranking worked well with catalogs of O(20) de-
tected sources. The picture changed dramatically when
the injected mass distribution was taken to be a strongly
peaked Gaussian while keeping the mass prior to be uni-
form and wide as before. In that case & 100 detections
were needed to approach the discernibility of EOS seen
in earlier work. Next we focused on a Gaussian distribu-
tion for the masses, and switched on spins. At least for
MS1 injections, this turned out not to have a significant
additional detrimental e↵ect on our ability to distinguish
between the EOSs. For H4, being in between MS1 and
SQM3 in terms of sti↵ness, we saw that the correct EOS
got ranked above the others a reasonable fraction of the
time, but the internal ordering became less clear. Finally,
for SQM3, even with catalogs of 100 sources only MS1
could be distinguished from the injected EOS reasonably
well, but not H4 or PP.

We also looked at parameter estimation for the coef-
ficients in a series expansion of �(m) in the small quan-
tity (m � m0)/M�, truncated at some suitable order.
Contrary to our earlier work we used a quadratic rather
than a linearized approximation; nevertheless we found
that, here too, only the leading-order coe�cient is mea-
surable. When the signals have a strongly peaked Gaus-
sian mass distribution rather than a flat one, again keep-
ing the wide, flat mass prior, systematic errors are intro-
duced. Switching on spins as additional parameters also
increases the statistical errors.

In the Appendix we investigated the e↵ect on parame-
ter estimation of the prior on the masses. We found that,
if we can assume to have exact knowledge of the astro-
physical distribution of the source masses so that it can
be used as the prior distribution, the biases in the esti-
mation of c0 largely disappear. Recent estimates for this
distribution [51–54] are based on a rather small number
of observed BNS systems and show dependence on the
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is found only for EoSs that lead to relatively small Rmax

(EoSs labelled with an “x” in Tab. I). The maximum-
mass configurations of these EoSs are marked with a cross
in Fig. 4.

In the simulations with the remaining EoSs the col-
liding stars form a differentially rotating object (DRO),
which is supported against the gravitational collapse – at
least for a longer period – by centrifugal forces. Further-
more, shock heating at the contact interface and com-
pression lead to an increase of the temperature to sev-
eral 10 MeV (in some cases even more than 100 MeV),
which has an additional stabilizing effect. After angular
momentum is partially lost by GW emission and redis-
tributed to the outer remnant layers, the merger rem-
nant may collapse to a BH. This “delayed collapse” hap-
pens typically after several 10–100 ms and only takes
place if the mass of the DRO exceeds the upper mass
limit of rigidly rotating NSs, which for most EoSs is
about 1.2 Mmax [2, 5, 79]. We explicitly point out that
for some EoSs the total remnant mass may not overstep
this threshold and the DRO finally will settle to a uni-
formly and rapidly rotating NS. In these cases the 1.35-
1.35 M⊙ NS binaries might be excluded as progenitors of
short gamma-ray bursts, at least for models of gamma-
ray bursts that rely on the formation of a BH with a hot
accretion torus (see [16] for a review). Rigidly spinning
“supermassive” NSs (whose gravitational mass is larger
than Mmax) may form BHs on much longer timescales
due to the loss of angular momentum e.g. by electromag-
netic emission [2, 5]. Note that the gravitational mass of
a remnant resulting from a 1.35-1.35 M⊙ binary is of the
order of 2.6 M⊙ because the gravitational mass of the
initial binary is already below 2.7 M⊙. Moreover, energy
is radiated away by GWs, matter becomes gravitation-
ally unbound during merging, and energy converted into
heat is lost by neutrino emission. The latter effect is not
modelled here.

Independent of whether a BH is the final outcome,
NS mergers evolve dynamically similarly for all systems
which form a DRO. As the stars approach each other
increasingly faster during the late inspiral phase, the
binary components get more strongly deformed and fi-
nally collide with a relatively big impact parameter. The
bulk matter of the initial stars assembles into a rotat-
ing double-core structure, where the dense cores bounce
against each other. While matter is shed off from the
surface to feed a halo around the central object, the
two cores merge into a single core after a few bounces.
On a timescale of several milliseconds the oscillations of
the initially highly deformed remnant are damped and
an approximately stationary, axisymmetric object is left,
which is still rotating differentially and ringing with much
lower amplitude. We simulate all models resulting in a
DRO for about 15 ms after the plunge until the nearly
stationary phase is reached. In none of these calculations
we actually observe the delayed collapse except for the
MIT60 EoS, where the merger remnant forms a BH after
about 3 ms, and for the H3 EoS, where the DRO is stable
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FIG. 5: Gravitational-wave amplitude of the plus polarization
measured along the polar axis at a distance of 20 Mpc for the
simulation with the Shen EoS.
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measured along the polar axis at a distance of 20 Mpc for the
simulation with the Sly4 EoS.

for 25 ms.

B. Analysis of the gravitational-wave signal

The dynamical stages of a merger can also be identi-
fied in the GW signal, which is computed by means of
a modified quadrupole formula that takes into account
post-Newtonian effects [20]. A typical waveform is shown
in Fig. 5 for the Shen EoS as measured perpendicular to
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B. Analysis of the gravitational-wave signal

The dynamical stages of a merger can also be identi-
fied in the GW signal, which is computed by means of
a modified quadrupole formula that takes into account
post-Newtonian effects [20]. A typical waveform is shown
in Fig. 5 for the Shen EoS as measured perpendicular to

From Bauswein et al 2012
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If short bursts are from NS-NS binaries: 

If short bursts are from NS-BH binaries: 

From Clark et al, ApJ (2015)

Prospects for joint GW and GRB observations 7

TABLE 1
The expected rate of joint gravitational wave–GRB observations in the upcoming science
runs, assuming that the progenitor of every short GRB is a BNS merger. Sensitivities, run

durations and BNS rates taken from (Aasi et al. 2013).

Epoch Run Duration BNS Range (Mpc) Number of GW–GRB detections

LIGO Virgo All Sky Fermi GBM Swift BAT

2015 3 months 40 - 80 - 2⇥ 10�4 - 0.02 2⇥ 10�4 - 0.02 3⇥ 10�5 - 0.003
2016–17 6 months 80 - 120 20 - 60 0.004 - 0.2 0.003 - 0.1 3⇥ 10�4 - 0.03
2017–18 9 months 120-170 60 - 85 0.02 - 0.8 0.01 - 0.5 7⇥ 10�4 - 0.1
2019+ (per year) 200 65 - 130 0.1 - 2 0.07 - 1 0.01 - 0.2
2022+ (per year) 200 130 0.2 - 3 0.1 - 2 0.02 - 0.3

TABLE 2
The expected rate of joint gravitational wave–GRB observations in the upcoming science

runs, assuming that the progenitor of every short GRB is a NSBH merger. Sensitivities and
run durations taken from (Aasi et al. 2013), we assume a fiducial NSBH with a neutron star

mass of 1.4M� and a black hole mass of 5.0M�.

Epoch Run Duration NSBH Range (Mpc) Number of GW–GRB detections

LIGO Virgo All Sky Fermi GBM Swift BAT

2015 3 months 70 - 130 - 3⇥ 10�4 - 0.06 2⇥ 10�4 - 0.03 4⇥ 10�5 - 0.007
2016–17 6 months 130 - 200 30 - 100 0.005 - 0.5 0.003 - 0.3 7⇥ 10�4 - 0.07
2017–18 9 months 200 - 280 100 - 140 0.03 - 2 0.02 - 1 0.004 - 0.3
2019+ (per year) 330 110 - 220 0.2 - 6 0.1 - 2 0.02 - 0.5
2022+ (per year) 330 220 0.4 - 10 0.2 - 3 0.03 - 0.7

significant impact on the rate of observable signals, par-
ticularly in the epochs after 2019.

As we have discussed previously, there is already a
tension between the observed GRB rates and predicted
NSBH rates. Specifically, as is clear from Fig. 1, for all

short GRBs to have an NSBH origin requires a merger
rate at the high end of the predicted range, a relatively
large GRB opening angle, or both. Additionally, numeri-
cal simulations indicate that for a large fraction of NSBH
mergers, there will not be su�cient matter in the accre-
tion disk to power a GRB, making the rates even less
compatible (Foucart 2012). Thus, the assumption that
all GRBs are due to NSBH mergers seems di�cult to
accommodate, meaning that the highest rates in Table
2 are not realistic. Nonetheless, even if 15% of GRBs
have NSBH progenitors, this would double the expected
rate of joint observations. Alternatively, the absence of a
joint gravitational wave–GRB observation could be used
to limit the fraction of short GRBs which have a NSBH
progenitor.

To end this section, we compare our results with other
recently published works. Wanderman & Piran (2015)
calculate the rate of joint GRB–gravitational wave de-
tections by simply assuming a 300 Mpc range for the
advanced LIGO-Virgo network. They obtain a rate of
joint Fermi (Swift) observations of 0.4±0.2 (0.06±0.03)
assuming a minimum peak luminosity of 5 ⇥ 1049 erg/s.
This is entirely consistent with the rates for BNS in the
2019+ epoch given in Table 1. The fact that they have
neglected the directional sensitivity of the gravitational
wave network has little impact as essentially all GRBs
within the advanced LIGO-Virgo range will be observ-
able by Swift and Fermi. By varying the luminosity
threshold, they obtain rates that span the same range
as ours. For NSBH systems, they assume a 1 Gpc range

for the advanced gravitational wave detectors, compared
to our range of 660 Mpc, and consequently obtain a sig-
nificantly higher rate (5 ± 2 for Fermi and 0.7 ± 0.3 for
Swift). Regimbau et al. (2015) have also calculated joint
detection rates of gravitational wave–GRB signals. They
predict rates of joint observations with Swift of 0.01�0.5
per year for BNS and 0.004�0.16 per year for NSBH. The
rates are broadly comparable to those presented here,
although the range goes somewhat higher for BNS and
lower for NSBH. These di↵erences arise due to di↵er-
ent choices of parameters in the Band function, GRB
luminosity distribution, and detector thresholds. Addi-
tionally, the authors choose a fixed BNS (NSBH) rate of
6⇥10�8(3⇥10�9)Mpc�3y�1 and a range of opening an-
gles between 5� and 30�. With these rates, NSBH signals
could only account for a fraction of GRBs. This explains
why their numbers are lower than the ones in Table 2
where we have assumed that all GRBs have NSBH pro-
genitors.

5. BENEFITS OF JOINT OBSERVATIONS

Numerous previous papers have discussed the benefits
of joint gravitational wave–GRB observations, includ-
ing: the potential to confirm (or rule out) the binary
merger progenitor model (Eichler et al. 1989); measur-
ing the time-delay between the binary merber and the
GRB signals to understand jet breakout; the ability to
probe GRB jet opening angles (Dietz 2011; Chen & Holz
2013); the independent measurement of distance and red-
shift used as a probe of cosmology (Schutz 1986; Nissanke
et al. 2010). We will not discuss all of these in detail, but
will focus on two issues. First, we discuss how the mea-
surement of a GRB redshift may actually assist in the
detection of a gravitational wave counterpart. Then, we
discuss prospects for measuring or constraining opening
angles.
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where we have assumed that all GRBs have NSBH pro-
genitors.

5. BENEFITS OF JOINT OBSERVATIONS

Numerous previous papers have discussed the benefits
of joint gravitational wave–GRB observations, includ-
ing: the potential to confirm (or rule out) the binary
merger progenitor model (Eichler et al. 1989); measur-
ing the time-delay between the binary merber and the
GRB signals to understand jet breakout; the ability to
probe GRB jet opening angles (Dietz 2011; Chen & Holz
2013); the independent measurement of distance and red-
shift used as a probe of cosmology (Schutz 1986; Nissanke
et al. 2010). We will not discuss all of these in detail, but
will focus on two issues. First, we discuss how the mea-
surement of a GRB redshift may actually assist in the
detection of a gravitational wave counterpart. Then, we
discuss prospects for measuring or constraining opening
angles.



E Q U AT I O N  O F  S TAT E  F R O M   
J O I N T  G W - E M  O B S E R VAT I O N S

• GW measurement 
restricts masses to one 
line 

• EM emission for given 
masses depends on 
equation of state
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Figure 1. GW degeneracies, illustrated by the first principal component lines (red) in the MBH–MNS plane, for target systems with parameters defined in the title of
each panel; in the dark gray area no EM counterpart is possible, in the light gray area the presence of an EM counterpart depends on the NS EOS, while in the white
region the counterpart is guaranteed by all NS EOSs. Results for APR2 and for strange quark matter (SQM3) are shown in green dashed and blue dot-dashed lines,
respectively.

tremely large NSs, respectively, generating results that bracket
the ones produced by all other EOSs. APR2, on the other hand,
is the most complete nuclear many-body EOS to date and is sup-
ported by current nuclear physics and astrophysical constraints:
it may be thought of as a reference for our NS EOS best guess.
Finally, SQM3 is an exotic EOSs employed to illustrate the case
of strange quark stars; however, no strange-star–BH merger nu-
merical simulations are available, so this is untested territory for
the Mdisk fit.

Given an EOS, the techniques just described allow us to
(1) split the parameter space into an EM-silent region (where
Mdisk < MThreshold) and an EM-loud one (where Mdisk >
MThreshold), and to (2) study GW degeneracies throughout the
parameter space.

3. RESULTS

Given a set of NS-BH parameters, as the NS EOS is soft-
ened and the NS radius decreases, Mdisk decreases due to the in-
creased difficulty in tidally disrupting the NS. The volume of the
(potentially) EM-loud parameter-space region decreases conse-
quently. Similarly, the stiffer the EOS, the higher the chances of
having an EM counterpart (Pannarale et al. 2011).

A second, less intuitive aspect is related to the BH spin. All
“GW parameters” (MNS,MBH,�L̂,BH) being fixed, a higher
BH spin magnitude yields a higher Mdisk, because increasing
�BH shrinks the innermost stable orbit more rapidly than the
tidal disruption orbit: the greater the difference between the
radii of these two orbits, the higher Mdisk. We remark that this
statement on the dependency of Mdisk on �BH is more general
than ones for aligned mergers, as we allow for the BH spin to
be tilted with respect to L̂. While we assume that systems with
equal values of MNS, MBH, and �L̂,BH emit similar GW sig-
nals, the chances of having EM counterparts depend on �BH:

setting �BH = 0.998 (Thorne 1974) in our analysis therefore
allows us to make conservative statements about the EM coun-
terpart. In other words, if Mdisk < MThreshold for �BH = 0.998
and a given set of MNS, MBH, and �L̂,BH values, no EM emis-
sion is expected to be associated with NS-BH mergers with the
same mass and aligned-spin component values. Bearing this in
mind, from here onward we will consider �BH = 0.998 only.

Figures 1 and 2 are representative of our results. In Figure 1,
we pick a family of target systems with MNS = 1.35M� and
�L̂,BH = 0.33(0.66) in the left(right) panel. We then span the
template MBH–MNS plane and illustrate the regions selected
by GW measurements as red solid curves. These are lines of
constant first principal component, essentially constant MChirp,
along which the template �L̂,BH varies. Along a given curve,
a lower (higher) template MBH requires a higher (lower) MNS

to preserve MChirp, and a lower(higher) �L̂,BH to ensure a high
match between the template and the target that lives on that same
curve.

The dark area in the background indicates that no EM counter-
part is available, because Mdisk < MThreshold for any EOS. On
the boundary between the two gray areas, Mdisk = MThreshold

for the PS EOS: any NS-BH binary below it is expected to have
an EM counterpart if we assume the PS EOS to be valid. Notice
that the maximum NS mass can also contribute to shaping this
curve: this is the case of the flattening at MNS ' 2.66M� in the
right panel.

On the boundary between the light gray and the white ar-
eas Mdisk = MThreshold for the WFF1 EOS. Therefore, in
the light gray region, Mdisk can exceed MThreshold, depend-
ing on the NS EOS. Within this region, we explicitly show the
Mdisk = MThreshold curve for the “standard” APR2 EOS in
dashed green.

The white region denotes NS-BH binaries with Mdisk >

no EOS

some EOS

all EOS
From Pannarale and Ohme, ApJL (2015)



S U P E R N O VA  S E A R C H E S

• GW from a galactic supernova should be observable 

• Maybe also for nearby galaxies

24 From Ott (2013)



S U P E R N O VA  S E A R C H E S

Time of supernova explosion not well known: typically 
will not have GW data covering the full time range
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D I S C U S S I O N

• Advanced LIGO will begin its first observing run next month 

• Virgo will join later runs and sensitivity of both LIGO and 
Virgo will improve over time 

• We will search for generic GW transients and binary mergers: 
detections likely in the next few years. 

• Observations will allow for measurements of waveforms and 
parameters 

• Joint searches with EM and Neutrino partners will give more 
complete picture of sources
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